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Abstract—Nowadays, cardiovascular disease (CVD) has be- After the ECG data is collected, complex analysis will
come a disease of the majority. As an important instrument fo  pe performed to extract useful information. In this domain,
diagnosing CVD, electrocardiography (ECG) is used to extrét  ¢|stering is a commonly applied approach to gain an overvie

useful information about the functioning status of the heat. In f data. detect outli bef furth il
the domain of ECG analysis, cluster analysis is a commonly of data, aetect outliers or pre-process before furtheryans

applied approach to gain an overview of the data, detect ouigrs ie., CIUStering could help clinicians to gain an overview of the
or pre-process before further analysis. In recent years, tprovide ECG data, and locate abnormal cardiac events quickly withou
better medical care for CVD patients, the cardiac telehealt reviewing all the data manually. As an important research
system has been widely used. However, the extremely largeiqsic 5 proliferation of researches have been done in teis a

volume and high update rate of data in the telehealth system . .
has made cluster analysis challenging work. In this paper, & [4]-{9]. However, all of these works are built on an assumpti

design and implement a novel parallel system for clustering thatthe ECG data is small enough to fit into the memory and
massive ECG stream data based on the MapReduce framework. will not be updated, but this assumption do not hold in cardia
In our approach, a global optimum of clustering is achieved ly  telehealth systems.
merging and splitting clusters dynamically. Meanwhile, a @od As mentioned before, to provide high-quality interaction
performance is gained by distributing computation over mutiple . . ! .

and real-time intervention for adverse cardiac eventsEth&

computing nodes. According to the evaluation, our system o - . . -
On|y provides good C|ustering results but also has an excelht data will be transm|tted to remote server Cont|nu0us|y Hd—l’e

performance on multiple computing nodes. time, which makes the ECG clustering in remote server a
stream clustering problem. As an important research topic,
I. INTRODUCTION plenty of literature has been proposed: BIRCH [10], which

uses the Cluster Feature as a compact representation tefrclus

According to the latest research from the medical sociefg, regarded as one of the most primitive works in this area.
cardiovascular disease (CVD) has become a disease of the MaEsteret al. [11] address this problem by designing an in-
jority. Nowadays, more than one in three people are suffericremental clustering algorithm based on DBSCAN algorithm.
this kind of disease in the United States [1]. As an impoB. Phamet al. [12] combines the idea of "cluster jumping”
tant instrument for diagnosing CVD, the electrocardiogsap with K-Means to cluster data incrementally. CluStream [i53]
(ECG), a transthoracic interpretation of the electricdlvity a framework for clustering evolving data streams, whichlidou
of the heart over a period of time, can be used to extract Usefiet a clustering result during a specific time. However, none
information about the functional status of the heart [2]h&p of these works have taken the speciality of the ECG data into
clinicians better utilize the ECG data, a variety of systérage account, and thus could not be applied in the cardiac telishea
been proposed, especially in recent years, as healthcare cscenario.
continue to increase, resources within the health sectr arIn addition, the large number of patients and the high data
being redirected from hospital based care to home based cagdate rate in cardiac telehealth system converge to the fac
which drives the rise of cardiac telehealth system [3]. Thbat the data volume in the system will be extremely large,
cardiac telehealth systems are able to provide a hightgualtherefore a framework is required to manage such massive
personalized, real-time and long-term ambulatory momitpr data. Although there are many candidates, the MapReduce
service for chronic CVD patients, while overcome barriefrs dramework proposed by J. Dea al. [14] has attracted great
time, cost, and distance. The cardiac telehealth systeem ofattention from both academia and the industry in recentsyear
consists in outfitting patients with portable, miniatudzend and its open-source implementation, namely Hadoop [15],
wireless sensors and devices that are capable to measurelmubmes the first choice for managing big data. Although
report cardiac signals to telehealth providers. Owing t® tiMapReduce has lots of excellent advantages, it is not easy
fact that some chronic CVDs have low prevalence but highork to build a system based on the MapReduce framework. In
risk, the new-generation cardiac telehealth system mdfer order to better utilize the power of MapReduce, the workflow
transmit the ECG data to a remote server via wireless nesvohas to be designed carefully according to the MapReduce
to provide high-quality interaction and real-time intemtien programming model so as to distribute as much computation
for adverse cardiac events. work as possible.
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In this work, we designed a parallel system for clustering R
massive ECG stream data and implemented it on top of R
MapReduce. Our system performs the clustering by adopting
an ECG-oriented metric and achieves the global optimum
by merging and splitting dynamically. The evaluation on a
Hadoop cluster with 32 computing cores shows that our system
would not only provide a good clustering result but also has
an excellent performance on multiple nodes. v o

The rest of this paper is organized as follows: In Section >
II, we present an overview of our system and indicate the
challenges behind our work. In Section Ill, we introduce ; s
the ECG-oriented metric used throughout the whole system.

In Section IV, we provide an in-depth discussion about the

stream clustering algorithm. In Section V, we describe how

to distribute our algorithm over Hadoop cluster. Section VI Fig. 1. Standard ECG with labels.
reports the evaluation result and Section VII concludes the

paper.
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merge and split, so the algorithm should be able to aware of
Il. SYSTEM OVERVIEW AND CHALLENGES these changes.

In our system, portable sensors are deployed to collect ECGN Our work, we introduce a new stream clustering algorithm
data from patients and the collected ECG data is reported’® ECG stream data and empirically demonstrate its pralctic
a remote analysis server automatically and continuousiya A Performance. The key idea of our algorithm is that as the new
result, the ECG data will arrive in the server as a streamaand@ta arrives, it is clustered into several local clusterthouit
stream clustering is then performed immediately to cluiter Initially taking the existing data into account. The cortngty
newly arrived data properly with respect to the existingadata”d distortion of these new clusters and emstm_g clustelts w
The clustering result can be provided to clinicians to help fnen be evaluated globally. Those clusters which have high
diagnosis or delivered to another system for further anglysconnectivity would be merged into one, while the clusters
To achieve this, several challenges need to be conquered.Which have high distortion would be split into smaller cirst

ECG-oriented metric design: This approach iterates as new batch of data comes in.

The primary step of cluster analysis is to define the basicSPeeding up with MapReduce:
processing unit. For ECG data, as it is actually a combinatio T0 conquer the challenge derived from scaling our system
of electrical deflection caused by the heart beat, it can B¥er massive data, we choose to implement our system on top
divided into several intervals according to the heart hea®f MapReduce. However, due to the inherent nature of our
each of which is called as QRS interval in this paper anMorkflow, not all the computation could be distributed, thus
used as the basic processing unit for our cluster analys#ciding which part to distribute becomes a vital issue for
Figure 1 presents a standard QRS interval. As showed System performance.
Figure 1, the QRS interval actually consists of many waves T0 improve the performance as much as possible, we
and segments and each wave has some characteristic poing&refully design our workflow according to the MapReduce
-the beginning point, the peak and the end point. The QR&delin order to distribute most of the computation amoreg th
interval also owns some special properties: Firstly, atergng cluster. For some parts of the workflow which are dependent
the nature of ECG, some regions of the QRS interval agd the OtherS, we break them into smaller granularity and
more important than others. Second, since each QRS interg4gcute the independent parts in parallel and run the depend
corresponds to a heart beat, the QRS intervals could beRgfts In sequence.
various lengths. Finally, as a result of the biological dy,
the morphological characteristic of QRS intervals divigzsi
with different people and even with same person in different The primary step of clustering is to define the basic pro-
situations. cessing unit. In our system, since the QRS interval is used

Considering these properties, we propose an ECG-orienithe basic unit, a conventional wavelet transformatieetha
metric, which defines how to measure the dissimilarity be@lgorithm [16] is first applied to find the characteristic fusi
tween two unequal-lengthed QRS intervals. According to these characteristic points, the ECG datadcoul

Stream clustering algorithm: easily be interpreted as a set of QRS intervals. Since this

Different from the clustering of unchanged data, streaalgorithm has been well-discussed in [16], we will put more
clustering poses several additional requirements: Fitst, attention on the following steps.
data will arrive continuously, which implies that the alijlom The next step is to define the measurement of the dissimi-
has to generate results in a very limited time. Besides, tleity between QRS intervals. The primary challenge dagvi
undergoing changes may cause existing clusters to emeiffgemn the special properties of QRS interval is that they ane t

IIl. ECG-ORIENTED METRIC



series data of unequal length. This makes some conventional Local
metrics like Euclidean metric inapplicable. To measure the Clustering
dissimilarity between QRS intervals properly, we first alig
these QRS intervals by adopting the Dynamic Time Warping
(DTW) algorithm [17], which could make two unequal-length -Ecéigcm;“,tiﬁm o
QRS intervals align with the same length without losing the EX;;ZﬁSng Merging
morphological characteristic: Given two sequences of time
series datal/ and N, with lengthm andn respectively, the Clustering Result
DTW algorithm would yield an optimal warping path between

L ! . J Global
the two data by using the dynamic programming approach. The @ <: Splitting
warping pathiW P is a set of tuples which is defined below:

WP = {(27]) | 0<i<m,0<j< n} (1) Fig. 2. Algorithm overview.

where each tupléi, j) in the warping path means that tifé
element in the data/ should be aligned with th¢"* element arrive as a stream. This requires the clustering algoritioi n
in the dataN. So, with this warping path, these two time seriegnly to be able to generate results in a limited time but atso b
dataM and N could be aligned easily. aware of the undergoing changes. Under these concerns, we
Another issue raised from the special properties of QRfesent our stream clustering algorithm, which could gateer
interval is that considering the nature of ECG, some regionrssults in an incremental manner by dynamically merging and
of the QRS interval are more important than others. Takigy thsplitting clusters. Figure 2 gives an overview of this aition.
into account, we divide the QRS interval into three segmenis our approach, as soon as a batch of new ECG stream data
and assign each segment with a heuristic weight, that is: arrives, an iteration which consists of four steps would be
S1 = [Po, QO], Welght: w1 trlggered: . L. . . .
55 = [Qo, J], weight= ws @) Step 1 is the characteristic points extraction. In this step
a conventional wavelet transformation based algorithm [16
is performed to find the characteristic points, and accardin
where theP, is the beginning point of P wave), is the o these characteristic points, the ECG data could be easily
beginning point of Q wave/ is the end point of S wave, jnterpreted as a set of QRS intervals, which is the basic
the T, is the end point of T wave, and the;, w, andws is  processing unit for following steps.
the heuristic weight of each segment respectively. All @t The next step is the local clustering. In this step, the QRS
points are showed in Figure 1. intervals will be divided into several groups randomly. fihe
Combining these two ideas together, we propose the qgf each group, a K-Means clustering algorithm is applied to
approach to measure the dissimilarity between QRS in®rvayenerate; clusters respectively, where ties used to control
First, a standard QRS interval is synthesized, and all of thg granularity of local clustering. After the clusterintipe
QRS intervals, including the synthesized one, are divideq|;ster feature of each cluster would be computed, theelust

into three segmentsy;, s2, s3 according to the equation (2)-feature CF is actually a representation of cluster, which is
Then, the DTW algorithm is applied between each QRSefined as below:

interval and the standard QRS interval em, s2 and s3

respectively to find the warping paths. By aligning thg CF(C)=(c, e, r, Ir) (4)

so andss respectively, all the QRS intervals are aligned with ] ]

the standard QRS interval. After that, the dissimilaritieen Where thec is the centre of cluste€’, e is the centre of the

two QRS intervals could be defined as the sum of the weightggclidean space; and thelr is the average and maximal

Euclidean distances between the aligned segments. dlstancg between centreand the QRS intervals in this cluster,
That is, given two QRS interval§ and R, which have TeSPectively. _

been aligned with the standard QRS interval, the dissiitjlar N this step, some QRS intervals that should belong to

Dis(Q, R) between these two QRS intervals is defined as: the same cluster, might be divided into different groups and
thus be clustered separately, which eventually leads to the

Dis(Q,R) = Z w; * dis(Siq, Sir) (3) misplacement. To address this problem, the global merging
i=1,2,3 and splitting is performed after the local clustering.
where s;, and s;, are the aligned segmentsin Q and Step 2 is the global merging. In this phase, we first define
R respectively, and thdis(X,Y) is the Euclidean distance the connectivitycon between two cluster§ and7" as below:

between equal-length daté andY'.
con(Q.T) = et
IV. STREAM CLUSTERING Dis(cq, ct)
The design preference of providing continuous monitoringhere ther, andr; is the average radius of cluster@ and
services in the cardiac telehealth system has made the datester?’, thec, andc; is the centre of cluste) and7’, and

s = [J,Te], weight= ws

®)
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Fig. 3. The overview of system.

Dis(cq, ;) is the dissimilarity measurement betweenand would increase exponentially as time goes by, thus we im-
ct plement our system on top of the MapReduce framework in
All the connectivities between each pair of clusters genesrder to handle such massive data properly. Figure 3 shaws th
ated from the local clustering and existing clusters geedra work flow of our system in the perspective of MapReduce. The
from the previous iterations will be calculated. After thatfour steps of our stream clustering algorithm: charadieris
all the clusters whose connectivities satisfy the follogvinpoints extraction, local clustering, global merging andbgil
condition would be merged into one cluster: splitting, are implemented as five MapReduce jobs.

con(Q, R) > A 6) In the work flow of our algorithm, since the workload of
= characteristic points extraction is relatively lightweigit has
where\ is a pre-defined parameter to control the granularityeen combined with the local clustering and implemented as
of global merging. a single MapReduce job. Besides, the characteristic points
Although the global merging would address the misplacextraction and local clustering only concern about the lloca
ment caused by local clustering, but it also might degradata stored in current machine, so the computation could be
the cluster quality by merging heterogeneous clusterdtiege easily performed independently in the MAP phase, and the
So, after the global merging, a cluster evaluation would betermediate results are aggregated and pushed to HDFS for
performed to evaluate the quality of each cluster. The tualfurther use in the REDUCE phase.
of cluster is represented by its distortion error, whicha§ired However, situation becomes more complex when it comes
as below: to global merging. As shown in Figure 3, the global merging is
wy * 1+ wa x Dis(c, e) actually implemented as two MapReduce jobs: one for cluster

DST(C) = Ir ) merging and another for cluster evaluation.

whereDST(C) is the distortion error of clustef, thew; and ~ In the cluster merging, we will have to cross-check all the
w, are the heuristic weights,is the average distance of clusteflusters to calculate the connectivity and perform merging
C, ¢ is the centre of cluste€, e is the centre of Euclidean OPeration on some clusters. In order to parallelize thip ate
space, andis(c, ¢) is the dissimilarity measurement betweefuch as possible, we break it into two smaller steps: schedul
¢ ande. ing and merging. The scheduling step computes the pair-wise
After the cluster evaluation, all the clusters which sgtisfconnectivities between clusters to schedule a mergingapian
the following splitting condition would be applied with a K-the latter step conducts the actual merging according to the

Means algorithm to split into two smaller clusters: merging plan. Due to its serial nature, the scheduling step
will only be able to run in sequence, but the merging step only
DST(C) > 7 (8) involves the data containing in its assigned merging plad, a
wherer is a pre-defined parameter to control the granularifffus could be performed in parallel.
of global splitting. After the cluster merging, the quality of each cluster has to

After the global splitting, the whole clustering iteratiorP€ evaluated in order to check whether this cluster needs to
ends. The final clustering result will be saved in the filesyst be split. Although it only requires update the cluster featu

for clustering next batch of data incrementally. for newly-generated clusters, it could not be combined with
the previous MapReduce job. Recall that for a cluster featur
V. SPEEDUP WITHMAPREDUCE we have to compute the centre and the average radius of

As the data we are processing is stream data with higluster. This requires to scan the whole data twice at least:
update rate, which implies that the data volume in our systdhe first scan finds the center, the second scan calculates the



TABLE | 500
CLUSTERINGRESULT 500-

ID | Cluster size| Total distance| Average radius| Maximal radius .
C1l 2753836 | 130889825.08 47.53 186.50 200y
c2 1922412 | 107558951.40 55.95 202.10 wor
C3 2003 55743.49 27.83 88.04 o
C4 11771 289684.31 24.61 110.13 o

average radius with respect to this centre. However, nieltif e
scan is forbidden in a single MapReduce job, thus we have «-
perform an inevitable MapReduce job for cluster evaluatic ,,
after merging.

For the global splitting, like the local clustering, it ormged
local data stored in current machine. Therefore, this stejdc
be easily performed in single MapReduce job. However, tl =~

iy ' ' ' ' ' '
=250 -200 -150 -100 -50 O 50 100 150 200 250
800 . . -

8

8

quality of cluster need to be updated after splitting, thos ¢ ., . . . . . . . R
inevitable cluster evaluation job would be performed afier
cluster splitting job. Fig. 4. One of the clustering results.

VI. EVALUATION

To conduct the evaluation, we implemented our systegfistance between the cluster centre and the QRS intervals in
on Hadoop 0.20.2 and conduct a series of experiments s cluster, respectively. To provide an intuitive view tbe
a homogeneous Hadoop cluster, in which each node rigstering results, Figure 4 plots all the clusters in theld@a
a CentOS 5.5 and is equipped with an Intel Xeon CPUin an overlapped way. We could see that the qualityCaf
@2.4 GHz with 4 cores, 4 GB of RAM and 160 GB of¢3 andC4 are good since the morphological characteristic of
hard disk. To get a convincing result, we cooperate Witfach QRS interval in each cluster is well-matched, even some
New Element Medical Ltd.,Co, Shenzhen, China [18], whichf them have obvious drift on different segments. However,
provides us a real ECG database collected from hundredstrvals in C2 have introduced some noises, which seems
patients, including patients of different age, gender aea@rh to degrade the cluster quality. After investigating theadat
status. In this database, there are more than 1,500 ECG daifefully, we find that this is caused by interference anddmum
files, each of which contains about 2,800 QRS intervals. Sgctor, i.e. incorrect usage of cardiac sensors. Since we are

approximately, there are 4,356,800 QRS intervals in t6#@t. ysing a real ECG database, this kind of issues are inevitable
all the experiments, we set the parameters in our system agca|apility with computing cores:

below: To evaluate the scalability of our system, we conduct an

{wy =0.15, wz =05, wy =0.35} (9) experiments which processes a part of all ECG data files
{k=4,A=10,7=04} in each iteration of clustering and run this experiment on a

wherew;, wy, andws are the heuristic weights used in thecluster scale from 8 cores to 32 cores. Figure 5 shows the
similarity measurement, ané, A\ and r are the parameter average running time of our system with different number
which control the granularity of local clustering, globaérg- of computing cores. It is obvious that the total running time
ing and global splitting respectively. is decreasing significantly as the number of computing cores

We first conduct a baseline performance evaluation, grows. This shows that as the workload has been distributed
which we cluster an ECG stream data which consists of 15680d can be done in parallel, thus the performance gains a
ECG data files and report the clustering result. Then, thie scaignificant improvement when using more computing resaurce
ability characteristic of our system with respect to the bem  Besides, the average running time of each step in our stream
of computing cores is evaluated. After that, we evaluate tlokistering algorithm is also evaluated. As showed in Figire
performance of our system with respect to different blozie siwe notice that the global merging is the most time-consuming
of HDFS. job during the whole process. This is because the workload is

Baseline performance evaluation: quite heavy since this step has to cross-check all the ctuste

In this evaluation, we use our system to cluster an EC@ a serial manner and would cause plenty of 10 operations
stream consisted of all the ECG data files from the real EG@hen performing the cluster merging operation. We also find
database. The whole data is clustered into 4 clusters ahdt the global merging benefits significantly when incregsi
some important statistics of each cluster are listed inetalihe number of computing cores, which could be explained by
I, where the cluster size is the number of QRS intervals observing the fact that the most work in the global merging
the cluster, the total distance is the sum of distances legtwés done in the reduce phase, and as the number of reducers
the cluster centre and the QRS intervals in the cluster, tlsedepend on the number of computing cores, thus the more
average radius and maximal radius is the average and maxie@hputing cores we have, the more reducers would run in
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Fig. 6. Scalability of steps in stream clustering algorithm

parallel, which could speed up the global merging signifigan

Optimization with block size:

As mentioned at the beginning of this section, the databadd
we are using consists of thousands of ECG data files. However,
processing large volumes of small files in Hadoop could bé]
a quite frustrating work due to its design principle [15]. To
evaluate one of the most important issues—-block size q§
HDFS, we conduct an evaluation with different block sizes
and report the result in Figure 7. Note that the performan
gains a significant improvement when the block size decsease
from 32M B to 1M B, but degrades when the block sizel8]
decreases t@56 K B. One of the most significant reasons is[g]
that for each file in the HDFS, which is smaller than a block,
still occupies a block. This will result in a lot of useless 1010]
operation and networks overhead and thus eventually degrad
the performance significantly. However, due to the fact that
each Map task usually processes a block of input at a time, if
the block size are noticeable smaller than the input files, siz
then there will be plenty of map tasks, each of which imposgs;)
extra bookkeeping overhead, which would also degrades the
performance. [13]

(3]

VIl. CONCLUSION
[14]

We have designed and implemented the PESC, a para{le
system for massive ECG stream clustering. Our system wom[ﬁé
perform the clustering by adopting an ECG-oriented metric
and try to achieve the global optimum by merging and spiitti
dynamically. The evaluation result shows that our syste
would not only provide a good clustering result but also

produces an excellent performance on multiple nodes. (18]

17]

—+—Totd
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Fig. 7. PESC performance V.S. HDFS block size.
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